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The Francis Report (Francis, 2013) documented numerous failures of care and potentially avoidable deaths at the Mid Staffordshire NHS Trust in England. Prior to the report, there was data, readily available, indicating higher than expected mortality and this has renewed debate about the use of risk-adjusted mortality rates as an indicator of system-level quality (Mid Staffordshire NHS Foundation Trust Inquiry, 2010). Hospital-wide mortality measures are appealing because death is an unambiguous event and reporting is usually mandated by law. Risk-adjusted hospital-wide mortality has been proposed to enable hospitals to gauge the success of improvement initiatives over time despite changes in case mix, facilitate interhospital comparisons and inform consumers, and help regulatory or governmental agencies detect hospitals with exceptionally high (or low) mortality rates. Hospital-wide mortality has also been considered as a measure for pay-for-performance and value-based purchasing/payment, joining a growing array of measures (such as readmissions and hospital-acquired infections) that have been deployed in the United States. A risk-adjusted hospital-wide mortality measure, the hospital standardized mortality ratio (HSMR), has been available publicly for more than a decade in England and in several other countries, but not in the United States (Jarman et al., 2010). In the U.S., hospitals have access to HSMR, and several other risk-adjusted hospital-wide mortality measures for their own use. In this paper, we describe some of the pitfalls and potential utility of developing and applying hospital-wide mortality measures.

Method
Drawing on key publications, reports in the field, and published presentations from an expert meeting sponsored by the Agency for Healthcare Research and Quality and the Institute for Healthcare Improvement, we focus on model development, comparing performance, identifying outliers, and catalyzing improvement (Agency for Healthcare Research and Quality, 2009). We also undertook an additional simple literature review to include papers published since that meeting. We searched PubMed from 2009 to 2014, using the following search terms: “Quality of care” and (“SHMI” or “HSMR” or “Hospital Standardized Mortality Ratio” or “Hospital-wide mortality”). Excluding 26 publications that were letters or correspondence, focused on condition-specific applications, or were beyond the technical scope of this paper, 17 papers published between 2009 and 2014 were identified. This paper presents a narrative summary of the pitfalls and potential of hospital-wide mortality measures, based on these sources.

Model Development
Within the United States, all available risk-adjusted hospital-wide mortality measures rely on administrative data for risk-adjustment. It is generally acknowledged that using only administrative data in risk-adjustment models is problematic, and including laboratory and clinical information in these models—as will be possible when databases incorporating electronic medical record data become more widespread—will improve their performance (Escobar et al., 2008). There is growing consensus that mortality rates that extend at least 30
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days beyond hospital discharge are preferable to those that include in-hospital mortality only, and that diagnosis- and service-line-specific mortality rates provide more focused, actionable data (Downar, Sibbald, & Lazar, 2010; Holloway & Quill, 2007).

Any performance measure should be developed and evaluated according to its intended use. A measure designed for a quality improvement department to assess the impact of its program over time might have different properties than one intended for a national pay-for-performance program. Fastidious risk adjustment is important if a measure is intended for comparisons, judgment, and payment, but probably is not necessary to track improvement within a hospital, especially if its case mix remains relatively stable over time. Nonetheless, a “one-size-fits-all” approach has been the norm, leading to measures that are appropriate to inform improvement being used, inappropriately, for judgment (Solberg, Mosser, & McDonald, 1997).

**Comparing Performance: Measuring Mortality for Public Reporting, Interhospital Comparisons, and Payment**

Not surprisingly, the use of hospital-wide mortality measures to compare, judge, and reimburse hospitals is particularly contentious (Scott, Brand, Phelps, Barker, & Cameron, 2011; van den Bosch, Kelder, & Wagner, 2011). Problems with previous attempts to publicly report hospital mortality have sharpened the debate about existing risk-adjustment methods and the degree to which hospital-wide mortality measures accurately reflect patient safety and quality and can be used to compare hospital performance (Black, 2010; van Gestel et al., 2012).

The “Standards for statistical models used for reporting of health outcomes” recommend seven attributes any risk-adjustment model should possess for use as a measure for judgment (Krumholz et al., 2006): definition of the patient sample, clinical coherence, data quality, designation of a reference time, standardized assessment of meaningful outcomes, appropriate analytical approach, and public disclosure. No published studies have evaluated hospital-wide mortality measures against these criteria. However, Shahian, Wolf, Iezzoni, Kirle, and Normand (2010) found that four hospital-wide mortality risk-adjustment methods had dramatically different performance characteristics when applied to a hospital data set in Massachusetts. They noted potential problems with all of the models; they found differences in the inclusion criteria for patients included in the models, and that the same hospital could be found to have higher-than-expected mortality by one method, but lower-than-expected by another. This demonstrates the hazards of using hospital-wide mortality measures to compare or rank hospitals.

More fundamentally, Shahian, Iezzoni, Meyer, Kirle, and Normand (2012) questioned whether hospital-wide mortality is a reliable indicator of quality of care and suggested focusing on a limited subgroup of diagnoses for which the link between mortality and quality is more plausible. Jha, Zhonghe, Orav, and Epstein (2005) cautioned that use of hospital-wide mortality as an indicator of overall quality might obscure important variations in mortality rates within the hospital, with high mortality and low mortality areas canceling each other out, yielding an overall average rate. Other investigators have suggested that the “signal-to-noise” ratio is too low for mortality to be a reliable measure of quality. Two studies based on medical record review suggested that only 7% of in-hospital deaths are potentially avoidable. Moreover, these studies conclude that these preventable deaths predominantly occur in patients who are admitted and treated, but had a poor prognosis and were expected to die soon (Hogan et al., 2012). In many cases, the authors concluded it was the timing of the death that was altered rather than its occurrence. Although these studies did not examine the potential contribution of systems improvement initiatives (e.g., communication and coordination, prompt rescue of deteriorating patients, strong safety culture) to mortality reduction, they suggest that it will be challenging to design programs likely to have a meaningful and measurable impact on avoidable hospital-wide mortality.

Even if a new risk-adjusted mortality measure was robust enough to satisfy critics, it still would have limited value for interhospital comparisons and rankings, or for value-based purchasing/payment that depends on comparative performance. Differences between hospitals’ risk-adjusted mortality rates cannot be measured with sufficient precision to develop fine rankings of individual performance, potentially leading to misclassification. Research
shows that the great majority of hospitals in a typical ranking scheme will be statistically indistinguishable from one another (Parry, Gould, McCabe, & Tarnow-Mordi, 1998). Reporting the ranking of hospitals frequently results in defensive, contentious debates that distract from efforts to focus on improvements to reduce mortality (Lilford & Pronovost, 2010).

Risk-adjusted hospital-wide mortality measures do not provide for precise rankings of hospitals and have an unclear association with hospital-wide quality. Consequently, there is no clear basis for using such measures to improve hospital-wide quality in pay-for-performance or value-based purchasing.

**Identifying Outliers: Using Risk-Adjusted Hospital-Wide Mortality to Detect Hospitals with Exceptionally High Mortality Rates**

Although risk-adjusted hospital-wide mortality measures should not be used to compare hospitals or for value-based purchasing/payment, they could be useful as a signal to detect hospitals with statistically significant high risk-adjusted mortality rates (statistical outliers) that are unlikely to be due to subtle or unmeasured differences in case mix, especially if sustained over time or confirmed by another mortality measurement method. Funnel plots are a useful tool for identifying hospitals that are statistically indistinguishable from those that are statistical outliers. Funnel plots display mortality rates on the y-axis against the denominator (usually the number of admissions) on the x-axis (Campbell, Jacques, Fotheringham, Maheswaran, & Nicholl, 2012; Schulman, Spiegelhalter, & Parry, 2008). The plot includes limits, specified according to the desired purpose, that get narrower as the sample size increases. A value that lies outside these preset limits can be considered “above expectation,” “significantly above expectation,” or “substantially different from expectation” (Figure 1). Importantly, this is only a statistical test. It does not mean that hospitals within the limits provide good care, hospitals with low rates are outstanding, or hospitals with high rates are poor, it is simply a starting point for further inquiry. Other techniques, such as the cumulative sum (CUSUM) control chart, are useful in prompt detection of statistically significant changes in mortality (Grigg, Farewell, & Spiegelhalter, 2003; Jarman, Bottle, Aylin, & Brown, 2005).

The Francis report focused attention on the importance of having a public safety system in place to react promptly to warning signals that an institution may be providing poor-quality care, and offered a template for how to proceed when a statistical alarm is triggered. Building off the statistical approach described above, the risk-adjusted mortality rate can be viewed as a screening test to guide actions following the identification of an organization with a mortality rate that is substantially higher than expected (Healthcare Commission, 2009; Spiegelhalter et al., 2012). Following a signal, additional information would be requested confidentially from hospital leadership to explain the mortality data. Only following review of this information would a more in-depth external investigation be triggered. Such an evaluation would include site visits; interviews with leadership, staff, and patients; review of quality and safety data; and an independent medical record review to determine whether or not outlier hospitals do have system-wide quality issues. This approach has been adopted in both England (The Keogh Mortality Review, 2013) and Scotland (Healthcare Improvement Scotland, 2013). This process is analogous to a screening test; even when the test has high sensitivity (as required of a screening test) and relatively high specificity, careful follow-up of positive tests is required to differentiate true-from false-positives. Like any screening tool, such an approach will require testing and tracking of unintended consequences. Statistical thresholds based on sound epidemiological principles and thoughtful, disciplined review systems are needed to achieve a balance between protecting the public from organizations that are genuinely poor and protecting the reputation of hospitals that are not (Freeman-tle et al., 2013; Mohammed, Lilford, Rudge, Holder, & Stevens, 2013).

**Improvement: Measuring Mortality to Catalyze and Monitor Improvement**

Hospitals that initiate programs to reduce mortality will need a reliable measure to determine if improvement is occurring. Rigorous risk-adjustment is not necessary for this purpose if case mix has varied marginally over time (Richardson, Tarnow-Mordi, & Lee, 1999). Unadjusted mortality is unaffected by coding issues, is more timely than a risk-adjusted
measure, and can be parsed into condition- and service-line–specific rates to inform targeted improvement efforts. Deaths, especially in patients who have a low risk of dying, should be studied carefully to further illuminate opportunities for improvement (Move Your Dot™: Measuring, Evaluating, and Reducing Hospital Mortality Rates [Part 1], 2003). For example, such reviews might show that patients who are at the end of life are dying in the intensive care unit rather than in a more appropriate setting. They might indicate that patients presenting with sepsis account for a disproportionate number of deaths, suggesting a need for more timely identification and initiation of evidence-based care for sepsis in the emergency department.

If a risk-adjusted measure is used to track improvement, it should be graphed along with its components—observed and expected mortality. The expected mortality is affected not just by changes in case mix, but also by coding (Jacques, Fotheringham, Campbell, & Nicholl, 2013; Song et al., 2010; Welch, Sharp, Gottlieb, Skinner, & Wennberg, 2011; Wennberg et al., 2013). Changes in coding over time alter expected mortality and produce a reduction
in adjusted mortality that may not reflect improvement in care. For example, in the United Kingdom, in “The North West Reducing Mortality Collaborative” run by the Advancing Quality Alliance, the reduction in risk-adjusted hospital-wide mortality was reported to be due to an increase in expected mortality following changes to hospital coding practices (Advancing Quality Alliance, 2011). To learn whether improvement is really occurring, hospitals should track unadjusted mortality and monitor the impact of changes in coding versus case mix on their adjusted mortality measure (Hawkes, 2010; Klugman, Allen, Benjamin, Fitzgerald, & Ettinger, 2010).

Whether or not risk-adjusted measures are used to monitor mortality trends, mortality should be viewed as just one component of a suite of measures designed to monitor a range of quality issues—for example, rates of hospital-acquired conditions; management and outcomes of common conditions, such as heart failure, stroke, and acute myocardial infarction; patient perceptions of care; efficiency; equity; and workforce safety.

Given the complexities of using risk-adjusted mortality measures to gauge the success of improvement efforts, hospitals should be cautious about claiming they have “saved” a specific number of lives. Even if it can be shown that changes in expected mortality are not attributable to changes in coding, it is important to determine whether an individual who did not die in the hospital subsequently died within a relatively short period of time following discharge, in which case a “life saved” would be a “death deferred.” Most risk-adjusted mortality measures extend to 30 days postdischarge, but consideration should be given to examining mortality over a longer period of time—say, 90–180 days postdischarge.

**Discussion and Conclusion**

This paper summarizes the issues raised in reports, publications, and expert meeting summaries of hospital-wide mortality measurement, and offers recommendations on where there is potential to move the field forward. Given this is not a systematic review, there is potential for bias due to related studies not being included. Despite this limitation, we conclude that hospital-wide mortality is an imprecise measure of hospital quality, and should be supplemented by analysis of condition- or service-line-specific mortality and an examination of the causes of in-hospital death, which can facilitate targeted improvement efforts. Available data suggest that current hospital-wide mortality models available in the United States are unsuitable for making accurate comparisons of performance and should not be used to penalize hospitals or guide value-based models of purchasing/payment. We recommend that value-based models continue to focus on condition-specific measures. If risk-adjusted mortality is used to track improvement over time, its components—observed and expected mortality—should be tracked as well, with particular attention to whether or not change is due to changes in case mix and coding. In order to capture deaths that are attributable to hospital care but occur postdischarge, it is preferable to use a measure that extends at least 30 days beyond hospital discharge, as is the case for publicly reported mortality for acute myocardial infarction, heart failure, and pneumonia in the United States.

We recommend the use of available risk-adjusted hospital-wide mortality measures as a vehicle for further inquiry to detect and alert hospitals with exceptionally high mortality rates, especially if elevated rates persist over time. Recognizing that this alert is only a statistical signal to inform the need for deeper inquiry, we recommend creating an oversight system to provide confidential feedback to outlier hospitals. This feedback will inform expedited and timely internal reviews to evaluate the accuracy of the signal prior to public reporting and determine the need for external inquiry.

Currently, despite the availability and wide use of a number of risk-adjusted hospital-wide mortality measures, the United States does not have a system to rapidly and reliably detect possible high-mortality hospitals and to initiate an appropriate, timely inquiry. Similarly, such a system does not exist for publicly reported condition-specific mortality measures that include deaths within 30 days following discharge. The Francis report is a reminder that the United States needs to be more aggressive in using a wide variety of data—imperfections notwithstanding—as part of a deliberate, balanced, fair system to protect public safety.
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