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Evidence review 

TRANSPARENCY OF INFORMATION RELATED TO MEDICAL/SERVICE INTERVENTIONS

 I believe the reality is with little or no choice in the matter, the consumer must trust ‘the system’ to 
monitor all aspects of a surgeon’s competency and that the information that is gained be used by all 
district health boards to assist with best practice models throughout the country so having a heart 
attack in Whangarei will give me the same opportunities to survive as having one in Dunedin.  
(Submission from Kevin Salmon, Chair, Northland District Health Board Consumer Council – see Appendix 3)

This paper was written in response to an Official Information Act request for data on the performance of 
individual surgeons. However, the principles apply more widely, and across all medical specialties. Lessons 
from the United States (US), the United Kingdom (UK) and elsewhere are useful to considerations of the 
approach New Zealand should take. 

Public reporting has its origins in Florence Nightingale’s work on hospital mortality rates in 1863.12 Inappropriate 
variation in the management of patients is a major problem in health care.96-105 The New York State Cardiac 
Surgery Reporting System (NYS CSRS)10, 62 was initiated in 1988 as a response to fivefold variation in hospital 
mortality data. It is the first and longest-running programme of public reporting of surgical data, and the most 
studied. Such public disclosure of health care performance data could contribute to reducing variation, driving 
quality improvement and improving consumer choice, transparency and accountability.43, 106 Indeed, Shekelle et 
al (2013) include surgical outcome ‘report cards’ in the top 10 patient safety strategies for all organisations.107 
However, the primary question is not whether data on the outcomes of surgical and other procedures should 
be reported, but how this reporting should be done to ensure it is credible, fair and effective in achieving these 
objectives.108

Why transparency?

Arguments for transparency of information about quality of health care depend upon two contentions. First, 
that transparency is of itself a good thing; second, that it has good results (ie, it in some way leads to better 
health care).

The first contention is ultimately a moral judgement and as such is untestable empirically. It has wide support, 
including the support of the Health Quality & Safety Commission (the Commission). However, it is possible 
that the practical effects of publication (or at least the effects of publishing in a particular way) may cause 
more harm than good, on balance. 

What does publication do?

Publication may change behaviours by patients or providers (whether organisations or individuals). These 
changed behaviours may have positive and negative effects.

Patients may:

• use the information to change provider, increasing the use of the ‘better’ providers, and stimulating 
lower performers to improve or leave the market

• use the information to increase their voice in the system

• gain trust in the system, leading to reduced anxiety and increased compliance with treatment regimens, 
or conversely, lose trust in the system, leading to increased anxiety and reduced compliance with 
treatment regimens



Evidence review and appendices: Position paper on the transparency of information related to health care interventions4

• respond inconsistently. More affluent, educated, mobile, and socially powerful patients may use the 
information to greater advantage than others, which could increase inequity in access and outcomes.

Providers (whether individual or institutional) may:

• respond by improving quality of service because of intrinsic motivations, professional pride, 
organisational reputation, market mechanisms or financial incentives 

• cease to provide a service. This may be desirable, but could reduce access to needed services that are 
in fact of adequate standard even if not the best in New Zealand. This is especially relevant in more 
isolated, rural areas where access to many services is already more difficult

• respond perversely by reorganising services to reduce exposure to riskier patients to give the perception 
of enhanced performance

• respond perversely by focusing on data recording practice rather than improving services

• respond by increased assertion of the importance of individual responsibility to the detriment of a focus 
on teamwork, with the perverse potential for increased variation in practice and poorer outcomes overall 
(this theme is discussed further below). 

The following section reviews the evidence.

CONSUMER CHOICE AND AUTONOMY

Introduction: Vote with your feet and informed consent

One of the standard arguments for the utility of publicly reporting performance data is that patients may 
use this information to change provider, increasing the use of the ‘better’ providers and stimulating lower 
performers to improve or leave the market.36, 109, 110 However, publicly reported information may not drive 
a free-market mechanism where patients ‘vote with their feet’, even in a US market-driven situation.34, 43 
Furthermore, patients’ choices of doctor are influenced by other factors than outcome data, especially for low-
risk procedures but also for major surgery. These include the advice of friends and family, access and proximity, 
and their relationships with particular doctors.43, 111, 112

There is, further, an ethical argument for providing patients with comparative individual surgeon information, on 
the grounds of patient autonomy and the requirements for informed consent to any medical intervention.13, 27, 113 
This argument is not deactivated by some patients’ lack of or reduced ability to act on this information  
(eg, through limited ability to choose their surgeon, as in New Zealand’s public health service). There is  
almost always the possibility of choosing to decline treatment, and autonomy requires that patients 
understand what they are consenting to.114

However, opinion is divided on whether data on surgeon-level performance is a requirement for informed 
consent. There is some evidence that surgeons who undertake higher numbers of procedures get better 
results, although the relationship may be correlational rather than causal.16-18 In Wisconsin in 1996 (in Johnson 
vs Kokemoor) the state Supreme Court found that a surgeon’s experience and risk statistics are relevant to 
informed consent.23, 27 However, the contrary was found in Texas in 1996 (in Avila vs Flangas, where it was held 
that not disclosing information on volume was not a breach of informed consent as inexperience is not a risk 
‘inherent to the procedure’)24, 26 and in Pennsylvania in 2001 (in Duttry vs Patterson, where it was held that a 
surgeon’s experience was outside the scope of information required for informed consent).25, 27

As of 2012, evolving US case law suggests information on surgeons’ volume of practice is only relevant in 
cases of ‘substantial inexperience or disadvantage’. The test is whether a ‘reasonable person’ in the particular 
circumstances in question would consider the information material to informed consent. In the UK the courts 
have similarly moved from a standard determined by the profession to one determined by ‘the prudent patient’ 
in the particular circumstances in question. In other words, the matter needs to be decided on a case-by-case 
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basis rather than in a universal or general way. For example, one prudent patient may simply want to know that 
his or her team is safe, effective and compassionate, whereas another might want to know the comparative 
data on outcomes.28, 29 Volume and risk-adjusted mortality rates for selected specialties are available on the 
National Health Service (NHS) Choices website.115

In New Zealand, informed consent has its ethical basis in the principle of respect for autonomy. The Code  
of Health and Disability Services Consumers’ Rights 1996 (the ‘Code of Rights’)30 is the key source of law  
on informed consent supplemented by other legislation and case law. The applicable rights are 5, 6 and 7  
as follows:

• right 5 addresses a patient’s right to effective communication

• right 6 relates to a patient’s right to be fully informed; it does not require that the patient requests the 
information

• right 7 addresses that the treatment can only be provided to a patient if that patient makes an informed 
choice and gives informed consent, unless an exception applies right 7 also sets out a competent 
patient’s right to refuse or accept any treatment.

Informed consent is an ongoing process involving continuing and appropriate sharing of information 
throughout a patient’s treatment, accompanied by the provision of suitable advice. It is not primarily about 
compliance or filling out forms. Patients must be given enough information about the proposed treatment and 
alternatives (including the alternative of doing nothing), to make an informed decision. The information should 
cover expected risks, side effects, benefits and (if applicable) costs. Honest and accurate answers should be 
given to any questions including questions about the identity and qualifications of the provider of treatment.

The legal position is clear in New Zealand: the test is that of the prudent patient in the circumstances of that 
particular patient. Does this imply that volumes and rates of complications are required under New Zealand 
law for informed consent? Possibly, in some circumstances. However, the material issue may be more general 
– for example, it may actually be more useful for a patient to know that the team as a whole is performing 
sufficient numbers of cases and achieving acceptable outcomes, and that mechanisms are in place to ensure 
that all members of the team are maintaining acceptable standards. 

This may be best achieved through a general, national process rather than through expecting patients to check out 
each service at times of need (and vulnerability). Trying to make sense of the actual data about each individual or 
even each unit may not be easy for all patients at all times, although it might be for some, at some times. 

At a time of need, given a trustworthy overall system, many patients may still like to know the name of the 
person who will actually provide the surgery or anaesthesia and whether he or she is a specialist or a trainee, 
and in the latter case some information on how this will be supervised (for example, at night, much work is 
done by trainees under distant supervision). 

Could disclosure impact on training?16 UK evidence has shown publication of surgeon-specific data has 
coincided with a decrease in the proportion and variety of cases performed by trainees, alongside increasing 
complexity of casemix. This could reflect decisions by patients but it could also reflect decisions by specialists 
keen to ensure the cases attached to their names do well.116 However, the Commission’s view is that gaining 
experience cannot be more important than informed consent, and if training is properly supervised there 
should be no material increase in risk.

The Royal New Zealand College of General Practitioners (RNZCGP) supported the use and publication of out-
come data, but advised careful consideration.117 They noted an important risk for generalists. General practitioners 
could decide to focus on subspecialties to improve their reported outcomes. Experienced generalists are 
important for diagnosis of undifferentiated patients, so this could reduce safety in one way while increasing it  
in another.117  Access to essential non-specialised services might also be reduced.
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The RNZCGP further notes a potential ‘subtle and pervasive impact’ of outcome reporting on informed consent 
and patient choice; that of treatment variation: ‘If a patient has a choice of interventions, and one is higher risk 
than the other, the implications for… this will clearly impact on the patient’s ability to make an informed choice.’117

Further, it is relevant to ask that if a surgeon’s performance is determined by the institution and team within 
which they work, and that performance alters when they change team or institution, as Huckman and Pisano 
(2006) found, to which ‘version’ of the surgeon are patients giving their consent?31 

In any case, it has been argued in the Australian context and elsewhere that the inaccuracy of the surgeon-
specific performance metrics obviates the ethical obligation to disclose them as part of the process of informed 
consent – including in terms of the substantial time lag for validated data to emerge.27, 32

Individual surgeon ‘report cards’ require the allocation of substantial resources to ensure adequate risk 
adjustment and accuracy, and ‘to justify such a project, we need to show that the benefits outweigh the 
costs.’13 Assuming valid data are produced and published, how then are they used by consumers and what 
benefits do we see?

The evidence

A 2015 Cochrane review of the effect of provision of performance data for people considering elective surgery 
found no qualifying studies.33 A 2011 Cochrane review of the impact of public reporting on consumer choice 
found four qualifying studies, which, despite containing more than 35,000 consumers and 1560 hospitals in 
North America and Canada, provided no consistent evidence that public release of performance data changed 
consumer behaviour.34

Do consumers use the data?

The evidence is, in general, somewhat mixed, but largely suggests they don’t.

In a review of the literature between 1986 and 1999, Marshall et al (2000) suggest that public reporting had 
limited impact on consumer decision-making. Less than 25 percent of consumers stated that performance 
data had any significant impact on their choice of surgeon, and consumers continued to use hospitals with 
high mortality rates.42 Reasons cited include difficulty in understanding the information, disinterest, lack of 
trust in the data (especially those publishing it), problems with timely access, and lack of choice.42 Four years 
later they found that although consumers are in favour of public reporting, in the US they tend not to search for 
the information, sometimes fail to understand it, mistrust the quality of the reports, and make little use of the 
reports in actual decisions.41 

Awareness is a major issue. A 1998 study on the use of a statewide consumer guide providing risk-adjusted 
mortality ratings of hospitals that provide cardiac surgery found that only 12 percent of those surveyed were 
aware of this resource. Fewer than 1 percent knew the correct rating of their surgeon or hospital and reported 
that it had a moderate or major impact on their decision.36 In 2015, however, a US study showed consumers 
did use online quality reports, although at lower levels than the UK’s NHS Choices website. They found that US 
consumers predominantly searched for individual hospitals rather than individual practitioners or by clinical 
condition and were most interested in patient narrative comments (31.5 percent, 139/442).118 

Emmert et al (2013) showed that physician-specific reporting websites in Germany played a role in consumer 
decisions – 65 percent of consumers who had used such a site (249/381) consulted with a particular physician 
based on the website ratings.119 Grabner-Krauter and Waiguny (2015) found fact-based reviews were seen as 
more important than emotion-based reviews when there were a low number of reviews.120 

Despite the growth in public reporting activities over the past 27 years, there is limited evidence of their use by 
consumers in ways that have significantly affected health care delivery.47 This may reflect flaws in the content, 
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design and implementation of existing public reports rather than inherent limitations of reporting per se.46 
Support for public reporting continues, in part, because of the face value of transparency, but substantial work 
is still needed for public reports to achieve their potential for engaging and informing consumers.45 

Providers’ views 

Mannion and Davies (2002) interviewed 18 US health experts who said that public reporting had raised the 
visibility and consumer awareness of variation in quality and performance.121 They felt that usage remained 
poor due to lack of input from potential users, and the public had low confidence in such information.  
Also, choosing alternative providers often required unfeasible travel.121

What is known about presentation of information for the public?

Publicly reported quality information, including surgeon performance data, is generally presented in ways that 
consumers find difficult to understand. The RNZCGP notes that 

 Publicly available data must be put into the appropriate context ... this is also a requirement on 
healthcare providers under Right 5(1) of the Health and Disability Consumers’ Code of Rights: ‘Every 
consumer has the right to effective communication in a form, language, and manner that enables 
the consumer to understand the information provided.’ Our interpretation of this requirement is that 
it would be inappropriate for a health service to provide raw outcome data if that data is likely to be 
misinterpreted by a health consumer. That does not mean that the health service should not provide the 
data, but instead that it must ensure that it is provided in a way that can be understood.117 

The RNZCGP uses the argument that more-experienced practitioners are dealing with cases with greater risk 
profiles, and thus have ostensibly poorer outcomes. Whether or not under the Code of Rights practitioner-
specific outcomes were intended to be construed as such ‘communication’, the issue of presentation of such 
data and its comprehensibility by consumers is a vexed one, as we shall see. 

Donelan et al (2011) investigated the format of presentation of surgeon performance data for coronary bypass 
procedures and how this might affect consumer comprehension and thus choice of cardiothoracic surgeon. 
Across four different presentations of the same data, ‘only 6.4% [of consumers] identified the surgeon with 
the lowest risk mortality though they felt it important’ to find this information.38 This was echoed in a 2009 
systematic review of 14 studies, which found that format of presentation was important to improve consumer 
knowledge, and thus choice.39

Robinowitz and Dudley (2006) felt that two potential explanations for the low level of impact are that, in most 
early reports, the large majority of providers were labelled ‘average’ and consumers may have had difficulty 
understanding the statistical assessments.40 Reporting of outcomes data needed to match the health literacy 
of the population, or else the data might be too complex (or too vague) for prospective patients to make an 
informed decision.122 Sinaiko et al (2012) interviewed key stakeholders including consumers about public 
reporting, style of publication and where reporting should go in the future.6 

All stakeholders did not doubt the value but overall felt the reporting had become disconnected from consumer 
decisions and that reporting needed to change to realise the potential to inform consumer choice.6 This included 
the adequacy of quality measures and the need for functional and health outcomes rather than mortality alone; 
composite measures tailored to segments of the population by demographic and health status; and tailored 
reports for individuals, especially for those who want to drill down creating more personalised customisable 
reports to meet the needs of individuals.6 

The reports need to be formatted, presented, written and delivered in different ways, and funding needs to 
support data collection in this way.6 In designing public reports, Bridgewater et al (2013) emphasise that 
patient representatives are essential in the discussion and that reported outcome measures must be important 
to patients but also clinically relevant and measurable.4 
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Accuracy and validity of data must also be considered. Davis et al (2007) report that consumers had low 
tolerance for inaccuracy in rating individual physicians.123 The agency reporting the data is an important factor 
determining its acceptability, especially if a government or political agenda is perceived.41

Minami et al (2015) confirm that current metrics for surgical outcomes aren’t patient-facing, aren’t 
individualised, don’t speak to different kinds of people with different conditions and different priorities (other 
than mortality), and are hard for consumers with low literacy or numeracy to understand.7 The authors 
posit ‘a patient-specific tool that takes into account individual risk factors and demographic information so 
that patients can compare their own peri-operative risks at different hospitals that accept their insurance’, 
potentially as an ‘individual composite score’.7 

Friedberg et al (2012) present a five-point methodological checklist to guide those who want to improve their 
performance reporting methods with the goal of helping report makers minimise the frequency and severity  
of provider performance misclassification and avoid adverse unintended consequences of reporting.124  
The checklist directs those who produce reports publicly to address and publicly explain each checklist item, 
thus increasing transparency and encouraging more rigorous methods to improve the chances that reports  
will lead to better, more efficient care.124 

The authors believe public reports of provider performance on measures of the quality, costs, and outcomes of 
health care can spur improvement and help patients find the best providers, but that the likelihood that these 
benefits will materialise depends on the methods underlying each performance report.124 

Though sparse, there is, however, evidence of effects when thoughtful presentation of information is involved.

Hibbard et al (2005), in a study of the Wisconsin QualityCounts programme, found that consumers were 
able to more accurately discern between higher and lower quality hospitals based on these reports, and that 
these effects persisted over two years.48 Considerable thought had been put into the presentation of the 
QualityCounts reports. They found the influence of this finding was more likely to be on provider reputation, 
however, rather than market share48 – the potential provider effects were more likely to be on US-specific 
arrangements, like fundraising and donations. Consumers were more likely to be concerned about negative 
performance findings than ‘provider shopping’ – we discuss the effects on reputation as a driver for quality 
improvement below. 

Furthermore, Godlee (2012) describes how, when the Barnsley Primary Care Trust in the UK assessed all its 
general practices against agreed best practice for 13 common conditions and published good performers with a 
simple and easily comprehensible green tick logo, between 5000 and 7000 patients changed practice as a result.15

Effects on equity – ethnic and socioeconomic

Public reporting of specific quality information such as individual surgeon ‘report cards’ appears to have 
potentially negative effects for equity. 

Fung (2008) et al in a systematic review showed that public reporting led to increased disparity amongst racial 
groups due to mechanisms of inequitable access to and use of such reports, which did reduce over time, and 
that higher socioeconomic level neighbourhoods were more likely to be treated by surgeons with low risk-
adjusted mortality rates, whereas the reverse was true in lower socioeconomic neighbourhoods.125 Shahian et 
al (2011) found the effect of publicly reported outcomes on referrals is modest, transient and generally limited 
to more affluent and educated areas.12 

Christianson et al (2014), in a review in the US Medicare context, found low awareness of publicly reported 
quality information among older people with chronic illness, thus limiting their decision-making based on this 
information and potentially increasing disparity in regard to vulnerable groups.49 Other papers have explored 
this potential marginalisation effect, especially in terms of ethnic inequalities becoming exacerbated after 
public reporting.50, 51, 54 In a New York study, Werner et al (2005) found different usage rates for coronary 
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artery bypass graft (CABG) surgery in black, Hispanic and white patients, and hypothesised that surgeons in a 
publicly reported outcomes environment were avoiding CABG surgery for black and Hispanic patients based 
on those patients’ higher risk for poorer outcomes.54 Some have argued that including such information as part 
of the process of seeking informed consent would circumvent the issues of awareness and timely access.27  
It has been shown that once minorities are aware of reports, they are more likely to use the information.53 

In their submission on the draft of this paper, the Accident Compensation Corporation mentions the potential 
negative effects on equity and rural service provision: 

The greatest [moral] hazard [of publication] relates to the likelihood that any benefits would most 
improve health outcomes for those who are already advantaged.… [D]emographic factors such as poor 
outcomes from already disadvantaged patient populations may well reduce the participation of providers… 
in some institutions, especially rural ones, or to select low risk patients, less likely to benefit.126

Casalino et al (2007) write, ‘Unless carefully designed, these [public reporting] programs may have the 
unintended consequence of increasing racial and ethnic disparities’ as well as socioeconomic disparities.127

What drives consumer choice? 

Schlesinger et al (2014) describe consumer choice as a ‘black box’ – consumer decision-making with regard  
to physician choice could not be explained.44

Several studies have shown that consumer choice is not driven by information on quality.35 In reviewing 
the impact of the publicly published Scottish clinical indicator programme, Mannion and Goddard (2003) 
interviewed consumer councils, who felt that consumers rarely sought out the data.37 Most consumers were 
felt to make a choice based on family and friends’ experience, on their own past experience, and the advice of 
their general practitioner (GP). Although 25 percent of GPs consulted the indicators, GPs based their decisions 
less on the indicators and more on waiting times and local audit reports. GPs rarely discussed the indicator 
data with patients. 

US evidence confirms that consumers rely more on anecdotal evidence from family and friends than empirical 
evidence.109 Morsi et al (2012) looked at the use of websites aimed at health care in the US and showed that 
in 2008 only 14 percent of Americans had used such information in the past year, and that after seeking input 
from family and friends they generally relied on their primary care physician to assist them in making decisions 
about where to have elective surgery.11 Studies also show that cardiologists don’t use publicly reported quality 
data in their referrals to cardiac surgeons, and again there is limited discussion with patients.128, 129

Shahian et al (2011) write that, in terms of informed consumer choice, report cards were ethically desirable in 
terms of enhancing the decision-making autonomy of patients but have not been used to the extent envisaged 
by health policy experts. Most patients were unaware of their existence, did not know how to access them, 
lacked trust in them or did not know how to interpret the ratings.12 The reputations of hospitals and surgeons 
were still the most important considerations for patients selecting their surgeon, and many relied heavily on 
the advice of their primary care doctor.12 Highly publicised adverse events or poor score card ratings have a 
greater influence then identifying top performers.12

New Zealand consumer feedback to the draft paper raised that choice is not a reality for the vast majority 
of the New Zealand population, and the fact there isn’t a choice should be all the more reason for complete 
transparency to drive improvement across the sector. Further, if the concept of patient choice is illusory then 
data release will be of limited utility unless it constitutes a tipping point for declining surgery.

Performance estimates must be credible, risk-adjusted, reliable, discriminating amongst providers, and 
presented in a manner that can be accurately interpreted.12 Shahian et al suggest that whilst professional 
organisations and societies have a special responsibility and right of self-regulation (see ‘Accountability’ later), 
they are obligated to put the interests of patients first. 
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The authors suggest professional organisations and societies could make a unique contribution by providing 
national risk-adjusted benchmarks against which to gauge provider results and are best qualified to provide 
credible and accurate information best addressed through complete transparency of the methodology and 
audit processes they use.12 The authors state there is strong and consistent objective evidence supporting  
the positive impact of performance measurement, but the incremental effect of publicly reporting is less 
certain, and it is unclear if public reporting is the only or best way to achieve quality improvement (see  
‘Quality improvement and public reporting’ later).12

What measures should be reported?

How do we make data salient for patients? Rothberg et al (2009) suggest we should prioritise common 
elective procedures where choice is possible, include quality of life and outcome measures that are risk-
adjusted, and include measures of patient experience such as satisfaction.130 Careful attention must be given 
to visual representations that convey relative difference, and those due to chance must be identified and 
communicated. The use of non-validated administrative data should not be undertaken, and if the data is not 
available there is a cost in setting this up. Whilst the paper suggests that reporting should be patient-centred, 
it recognises this as challenging to implement. Process measures and mortality rates remain abstract concepts; 
what patients value most is knowing the experiences of others, whether pain will be controlled, whether they 
will be listened to and whether the nurse will come when they call. 

There is a robust argument to be made that publication of ‘hard’ clinical outcomes are by themselves 
insufficient to drive improvement of quality and ensure care is delivering outcomes that matter to patients. 
Patient reported outcome measures (PROMs) – defined as an individual’s assessment of their health or 
wellbeing that comes directly from the individual without interpretation by a clinician or anyone else – are an 
important adjunct to clinical outcomes. Most health care aims to reduce symptoms, minimise disability and 
improve quality of life – aspects that only patients can assess.131 The promise of PROMs has been noted for at 
least 25 years, but the impact to date on clinical practice has been limited.9 How best to use this potentially 
powerful tool is a question of wider scope than we have here, so we limit our comments to noting this as a 
useful area for further development.

In a systematic review of 27 studies, Chen et al (2013) found PROMs that were not publicly reported showed 
evidence for improved patient–provider communication and patient satisfaction, but not for improved outcomes 
or effectiveness of quality improvement programmes.8 In the NHS in England, patients are encouraged to provide 
feedback to hospitals on their quality-reporting website, NHS Choices.115 

Lagu et al (2013) analysed feedback in all NHS hospitals with more than 10 reviews posted (264 hospitals and 
200 reviews with 2640 patients surveyed).32 In 124 (62 percent) of the 200 reviews, patients commented 
on technical aspects of hospital care, including quality of care, injuries, errors, and incorrect medical record 
or discharge documentation. Perceived medical errors were described in 51 hospital reviews (26 percent). 
Comments about the hospital facility appeared in half (52 percent) of reviews, describing hospital cleanliness, 
food, parking and amenities. 

Reviews appeared to have similar domains to those covered in existing patient satisfaction surveys but also 
included detailed feedback that would be unlikely to be revealed by such surveys. Lagu et al concluded that 
online narrative reviews can therefore provide useful and complementary information to patients and hospitals, 
particularly when combined with systematically collected patient experience data.32 

Many district health boards (DHBs) have been conducting their own patient satisfaction surveys for many 
years, and since August 2014 the Commission has conducted a systematic nationwide patient experience 
survey in New Zealand hospitals.132
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New Zealand consumer needs – do New Zealand patients want information about a  
surgeon’s performance?

At a recent workshop held by the Commission and the Ministry of Health in June 2015, 24 consumer network 
representatives echoed many of the points raised in the research noted above.5 Consumers wanted useful, 
relevant, quality information that was easy to understand, accurate and valid, and included both private and 
public systems. 

They wanted information from a consumer perspective centred on the patient journey, such as wait times  
and cancellations, with data on two to three key aspects of a procedure, published on each DHB website. 
They wanted details of the process and likelihood of outcomes including quality of life, and the risks and 
benefits for themselves as individuals. They wanted opportunities for stories to come through a mix of data 
and personal accounts – as well as patient experience surveys and the ability to access ‘expert patients’ who 
had had first-hand experience. Consumers stated that ‘loads’ of numbers were not helpful, especially given the 
level of choice that is available. Information needed to be valuable – not ‘30-second soundbites’. They wanted 
many sources and the information to be presented in many ways, such as DHB websites and social media, and 
published in consumer-friendly formats.

New Zealand consumers wanted trust and confidence in the system and to know that the professionals  
were competent and met or were above standard, and that this competence was publicly demonstrated  
(see ‘Accountability’ later). They wanted to know if a surgeon is the best qualified for the surgery to be 
undertaken, whether they have had adverse events or investigations, and had done the volumes, though they 
realised and acknowledged that the more granular the information the more distorted it became, and that care 
was a ‘team game’. In light of this they wanted to know that the organisation had professional teams, there was 
effective team briefing/debriefing, and that surgeons were connected to the wider multidisciplinary team and 
other professionals, made plans together with them, and referred appropriately to others. 

Consumers also wanted to know that the system was reliable and the organisation had the right culture, that 
there was a visible process to improve quality, issues were being addressed openly and transparently. They 
wanted to know that the institution met standards and had organisational safety nets, and an active system 
for learning and improving – sharing the positives as well as negatives – and acted when things weren’t right. 
They wanted to know there were systems to keep them safe and a focus on quality improvement. Consumers 
wanted to know that this information and these processes were seen and linked to public board reporting 
of quality improvement and safety data. Consumers wanted to be active and engaged at all levels of the 
development/design of such a system. Clinicians at previous workshops said measures need to be co-designed 
by the centre with clinicians and consumers.

Sector feedback has noted that ‘consumer representatives do not view or use health care data in the same way 
as the people and populations who use health care, and evaluating the likely benefits [of publication] (in terms 
of accessibility and health benefits) would require a wider public consultation process.’126 Nevertheless, we feel 
feedback from the consumer workshop is in line with the evidence presented above.

Consumer feedback stated that it should not be assumed patients will not value such data nor should it be 
assumed that only a small proportion of patients would use such data. An appropriate cost-benefit analysis 
is an important prerequisite. Surgical outcome data around quality, not just mortality, is useful to patients and 
clinicians, bearing in mind the limitations of choice.
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DATA LIMITATIONS AND IMPACT ON PATIENT AUTONOMY AND CHOICE

Ideals and realities

The delivery of health care is a complex enterprise. This makes creating a set of indicators that are both useful 
and readily understood by the general public very difficult. If outcomes are published to enhance patient 
autonomy and give choice, the data must be accurate, valid, and measure the outcome stated. A focus on 
mortality data alone does not measure physician quality, nor is it what patients themselves want.1, 5, 112, 133 

Murphy (2012) looked at good practice in measuring and reporting health outcomes and discusses the 
complexity in measuring quality and outcome; the difficulty in deciding the criteria for quality; the temporal 
relationship for any measure; and for outcome data to be risk-adjusted.134 The ideal measure needs to be 
validated, specific, sensitive, reliable, responsive, timely and easy to measure. 

The challenge for the profession, consumers and the specialty groups is to agree which quality indicators 
should be reported and whether the data are collected at a clinician-, care pathway-, team/department-  
or organisation-specific level. This then needs to be risk-adjusted and entered into national data sets. 
Measuring this requires agreed standards of data collection across New Zealand, the development of agreed 
risk adjustment models and data definitions, and bringing all the data into a central collection system, which 
needs to happen as part of business as usual.

Data on a national scale are expensive: provision and maintenance of the cardiothoracic surgical data system 
in the UK costs £1.5 million per year. The cardiac registry in New Zealand costs $1 million per year (K Evison, 
Ministry of Health, personal communication, 3 July 2015). Auras (2012) found that German hospitals felt the 
cost-benefit ratio of mandatory public quality reporting was too high. The burden needs to be considered.135 

The Society for Cardiothoracic Surgery in Great Britain and Ireland (SCTS) national database, which collects 
data on all adults undergoing cardiac surgery, began in 1994 with 12 hospitals and now takes data from all  
NHS cardiac surgery units.136 The main aim of the database was to develop reliable, UK-orientated risk 
stratification models. An early study designed to assess the quality and completeness of the SCTS database  
in 2003 ‘revealed it to be both incomplete and unreliable in its ability to yield accurate, risk-adjusted outcomes 
data’.13, 137 The process of development required national cooperation and research and innovation over a 
considerable period of time.

The SCTS maintains that ‘routine collection, benchmarking and feedback of clinical outcomes… reduces the 
costs of health care delivery’.20 Indeed, using international cardiac surgical benchmarking they show that 
patients in those countries that actively benchmarked and fed back clinical audit data have a shorter length of 
stay. At only one day shorter length of stay, 20,000 CABG operations in England per annum equate to savings 
of £5 million a year – more than enough to cover the initiative.20, 108 It is a lengthy and complicated process, but 
in the long run may be cheaper. Present data on surgical outcomes in New Zealand are administrative, not risk-
adjusted, and not collected for the purpose of reporting surgical outcomes.

Power limitations and false complacency – ‘absence of evidence is not evidence of absence’

Walker et al (2013) have explored the potential dangers in regard to statistical power of data in the specific 
context of surgeon-specific outcome reporting in English NHS hospitals.14 The danger is of lower numbers of 
procedures masking poor performance leading to false complacency – that is, that surgeon-specific mortality  
is an inadequate and potentially misleading measure of surgeon performance overall.14 

The authors asked: What number of procedures is necessary to reliably detect poor performance by a surgeon? 
Further, how many surgeons would actually perform this number of procedures over a period of one to five 
years, and what is the probability that a surgeon identified as a statistical outlier truly has poor performance?
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The authors used the UK national postoperative mortality rate for select periods and procedures, and defined 
poor performance as double that rate – ‘in practice… a fairly large difference in performance’.14 The number of 
procedures surgeons must undertake annually to reach acceptable levels of statistical power to detect eight in 
ten true poor performers exceeded the median number of procedures typically undertaken by nearly threefold 
for cardiac surgery, more than threefold for hip fracture surgery, 13-fold for oesophagectomy or gastrectomy, 
and 20-fold for bowel cancer resection. In absolute numbers, 132 to 179 bowel cancer resection procedures 
would be required annually for 70 to 80 percent power. The mean annual number of procedures performed in 
the UK is around 9.14 

An option is to pool numbers over a longer reporting period. Three-quarters of surgeons in the UK do 
sufficient numbers of cardiac surgical procedures to achieve 60 percent statistical power over a three-year 
reporting period, and the same for hip fracture surgery. There are thus consequences in terms of timeliness 
and relevance, which could mask recent deterioration. Furthermore, even over a five-year reporting period 
only a third of surgeons performing bowel cancer resections and gastrectomies or oesophagectomies will do 
enough procedures to reach this power.14 Such data are therefore underpowered for accountability and research 
purposes; too late for quality improvement purposes; are little used by health care consumers; and, if used,  
risk undermining the public interest by generating false complacency.

Walker et al (2013) suggest that in the specialties in which most surgeons do not achieve 60 percent power 
the unit of reporting should be the team, hospital or trust.14 As well as the benefit to statistical power, Chou et 
al (2015) state it is ‘important that team-level data are published as well to reflect the complex interplay of the 
multi-disciplinary team’.138 

Walker et al (2013) suggest results should be presented as funnel plots, and no interpretation of poor 
performance should be given until further investigation is made. Equally, no evidence of poor performance 
should be interpreted as evidence of acceptable performance.14 

It should be noted that funnel plots themselves may be misleading – the results of an individual (or unit) 
with a low number of cases may be worse than those of one with a high number of cases, yet the former 
individual may fall within the confidence limits considered acceptable on the funnel plot while the latter 
individual falls outside them, and is flagged as a poor performer. A proper interpretation would be that there is 
simply not enough data to make a reliable assessment of the former individual or unit, but this explanation is 
demonstrably missing from most publicly reported data that are presented in the form of funnel plots.

Chou et al (2015) hold that despite the controversy surrounding the topic of publishing surgical outcomes,  
the advantages of reporting outcomes outweighs the disadvantages. The authors stress that cooperation 
between the central health agencies, royal colleges, professional societies and patient representatives is 
needed to collect national data regarding performance quality.138 

However, the difficulties and challenges (and costs) of data notwithstanding, as Sir Bruce Keogh (2008) put  
it in his presidential address to the SCTS, ‘[Technical] shortcomings are not important in the grand scheme  
of public disclosure. The point is that the genie is now out of the bottle, there is no going back.’1
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ACCOUNTABILITY

Many clinicians are worried that publication of raw data of mortality and complications will lead to ‘public 
crucifixion’ of the individual surgeon identified with a high mortality rate, who is either misrepresented by  
the data due to their high-risk casemix, or who is already under review. 

As Keogh (2008) says: ‘We were concerned by the potential, unnecessary humiliation of surgeons whose 
mortality may be high. At worst this would result in the public crucifixion of a competent surgeon; at best it 
would further humiliate a surgeon in difficulty, who with the current systems in place will already have been 
identified, and hopefully helped.’1

But would that surgeon in difficulty already have been identified and helped in New Zealand? What systems 
are in place? Don’t prospective patients of that surgeon have a right to know?

Current assessment of professional competence in New Zealand and developments underway

Professional competence of medical practitioners is complex and has been defined as ‘the habitual and 
judicious use of communication, knowledge, technical skills, clinical reasoning, emotions, values and reflection 
in daily practice for the benefit of the individual and community being served’.139

Competence is what a health care professional has been trained to do, whereas performance is what they do in 
daily practice, and is thus influenced by both individual and system factors. Addressing issues of competence 
is a continuous process throughout a medical career, from postgraduate training to specialist practice. Doctors 
need to demonstrate both clinical competence (technical skills and knowledge) and behavioural competence 
(interpersonal and affective skills, such as the ability to communicate effectively, use judgement and empathy, 
and manage relationships).140 The Health Practitioners Competence Assurance Act also requires doctors in 
New Zealand to be ‘culturally competent’.141

A number of separate but overlapping processes are currently used to demonstrate a doctors’ ongoing 
competence. They vary across organisations and across speciality groups but include individual credentialing 
on taking up work as well as individual annual credentialing, service credentialing, performance appraisals by 
employers, College Continuing Professional Development processes that support recertification by the Medical 
Council of New Zealand, regular practice reviews (recommended by the Medical Council of New Zealand 
and applied by some colleges/associations (Royal Australian and New Zealand College of Obstetricians and 
Gynaecologists, New Zealand Orthopaedic Association and RNZCGP), peer review, multisource feedback, and 
other external quality assurance programmes such as those used in pathology and radiology. 

The Council of Medical Colleges, the Medical Council of New Zealand and the Ministry of Health are working 
to better align and strengthen these processes and are developing a draft best practice guide and stocktake 
of tools and resources to develop processes and systems to demonstrate doctors’ ongoing competence. If 
completed, these activities would enable medical specialists to demonstrate they are actively participating in 
processes to improve their professional practice (Ineson S, Executive Director, Council of Medical Colleges, 
personal communication, July 2015), thus continually improving the quality of patient care.

Exworthy et al (2010) note that the purposes and motivations for disclosing clinical performance are multiple 
and may include improving (individual and/or organisational) performance, identifying ‘poorly’ performing 
individuals or organisations, aiding user decision-making (as part of ‘choice’), promoting transparency of 
professional activities, and securing accountability for public spending.142

We can consider accountability in different ways. Although public reporting is often stated to be useful in terms of 
accountability to the public, we have seen that the public do not search out these reports, often do not understand 
the presentation, and make little use of the reports in their decision-making as choice is often not available.  
Where choice is available, friends, family and GP advice are often factors, alongside the proximity of the care.43
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Although assessment of practitioner competence does happen at present, the system could be strengthened 
and made more transparent so the information is readily available and the outcomes visible. Chou (2015) 
stresses that cooperation between the central health agencies, royal colleges, professional societies and 
patient representatives was needed to collect national data regarding performance quality in the UK.138 There 
is widespread agreement in the literature that the public should be involved in building public reporting 
systems.1-4 And we have seen that the New Zealand public themselves wish to be engaged.

Is there correlation between surgeon quality rankings and disciplinary and complaint rates?

Roberts (2006) looked at surgeon rankings of quality as well as disciplinary rates and complaint rates in 
Wisconsin, and showed that there was no correlation between these.94 Wisconsin ranked poorer in terms of 
numbers of license sanctions yet did well by Medicare quality rankings and rates of adverse events.

QUALITY IMPROVEMENT AND PUBLIC REPORTING

The quality argument is that publicly reporting outcomes drives providers to improve quality. But are outcomes 
such as mortality and morbidity the right information to drive surgeons and teams to improve their performance? 
What is the mechanism behind improvement? And thus what kinds of data most feed that mechanism?

Quality improvement, accountability or research?

It is increasingly well-accepted that the data required for quality improvement activities differ from that used 
for accountability or research purposes.143 In 1997 Solberg et al published their seminal paper distinguishing 
these three faces of performance measurement, and how they differ in who they are for, their purpose, and 
what and how they measure.143 

Measurement for quality improvement is for providers and staff, quality improvement teams, and 
administrators, Solberg et al suggest. It is or ought to be limited to an individual clinical site and process 
and the measures ought to be few, easy to collect, and approximate, over a short, current time period, with 
confounders considered but rarely measured. The sample size is small, the measurers are internal, unblinded 
and involved in selection of measures. Thus the need for confidentiality is ‘very high’.43, 143 As Seddon 
(2012) puts it: ‘Without this confidentiality, the risk is a loss of trust in the process [of quality improvement 
measurement].’43 She quotes O’Leary: ‘The problem with measurement is that it can be a loaded gun – 
dangerous if misused and at least threatening if pointed in the wrong direction.’43, 144 

The goal differs from that of measurement for research, which is ‘new knowledge without regard for its 
applicability’.143 Here the scope is universal. There are many measures, which must be complex, precise and 
valid. Confounders must be identified, measured and controlled. The samples must be large, researchers 
blinded, and the need for confidentiality is high. This kind of research is thus expensive, elaborate and rarely 
timely, due to the rigour required to produce ‘knowledge of wide generalisability or universal value’.143 The 
goal differs also from that of measurement for accountability – where the goal is exposure and comparison, 
and the data must therefore be valid and reliable, taken from a large sample size over a long period of 
time, and rigorously risk-adjusted.43 The goal of measurement for quality improvement is understanding of 
process, motivation and focus; establishment of baselines; and evaluation of change over time in rapid cycles 
of learning.143 There is overlap in that the comparisons made possible by accountability measures that are 
consistent and risk-adjusted across jurisdictions may stimulate quality improvement work. When the data are 
trusted, hospitals use them for quality improvement work.145
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Seddon outlines her twofold concerns about public reporting of surgeon-specific outcomes in a more general sense: 

1.  Technical problems – There are major issues in risk adjustment – in New Zealand you will be relying 
on coded data and that is variable around the country (to code all the various comorbidities and other 
factors that increase a person’s surgical risk – some of which are unknown). As soon as you start to 
compare data then you have to put a huge amount of effort into making that data unimpeachable.

2.  Philosophical – If we accept that medicine is essentially a team-based activity, it makes no sense to 
publish data based on one team member.

However, I think that there is a certain amount of inevitability about this – I am not against transparency 
and publishing data, just not sure that this will get us where we are going. Also I think that ‘choice’ is a 
red herring. Are the private hospitals going to publish their surgeons’ outcomes? (M Seddon, personal 
communication, 6 July 2015)

(NB: Representation from private hospitals at the 3rd July Consumer Representative Forum on Surgical Data 
was supportive of the direction towards greater transparency.5)

The ways measurement may lead to improvement

Berwick et al (2003) described two causal pathways between performance measurement and performance 
improvement: these are selection and change.57

Selection is based on the economic model of a competitive market where patients behave as consumers. 
Through selection they reward better providers and force lower quality providers from the market. As we have 
seen in the ‘Consumer choice and autonomy’ section earlier, this mechanism does not seem to operate in health 
care: consumer selection does not lead to improvements in quality of care, even in the US context.39, 41, 42, 48, 52, 56

However, there is evidence that public reporting stimulates change in behaviours of providers at the 
organisational level, independent of any economic benefit. Why do they improve? Institutions that reported 
publicly improved their performance more than those that reported internally, regardless of changes in market 
share. Improvement wasn’t about information providing managerial ammunition to know what to improve.  
The motivation and stimulus to action was reputational damage, status and professional pride. This change 
made on the basis of public reporting is known as the ‘reputation’ pathway, or ‘name and shame’.45, 48, 56-61

The evidence – public reporting, improvement, gaming and morale

‘Reports are not self executive,’ Florence Nightingale continually reminded herself.82 It appears that their proper 
public presentation is what forces knowledge into action. 

Hibbard et al’s 2005 study of Wisconsin hospitals is the most widely cited for the positive effects of 
publication on quality improvement by the reputation pathway. Hibbard et al compared the performance of 
24 hospitals in south central Wisconsin, allocated to three groups: those  which published the QualityCounts 
quality measures externally, those who published internally, and those who didn’t publish at all. The measures 
included two summary indices of adverse events occurring within the broad categories of surgery and non-
surgery, along with indices summarising three clinical areas: hip/knee surgery, cardiac care and obstetric care. 
Measures were taken before and after publication. Hospitals were rated as better than expected (fewer deaths/
complications), worse than expected, or as expected. 

These public reports were very public. They were disseminated widely – copies were distributed by community 
groups and libraries, inserted in local newspapers, and published on the web. There was press coverage and 
substantial public interest.

Hibbard et al found hospitals that reported publicly put more quality improvement activities in place, and 
subsequently showed clear improvements in performance, compared with hospitals that reported internally  
or not at all (Figure 1).48
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Figure 1. Percentage of 24 Wisconsin hospitals with statistically significant improvements or declines in 
obstetrics performance in the post-report period (2001–03)

Figure 2. Changes in hospital performance in the post-report period (2001–03) among Wisconsin hospitals 
with worse-than-expected scores at baseline

Nearly 90 percent of hospitals performing lower than baseline that began publicly reporting their outcomes 
improved their performance two years after reporting. Of those hospitals performing lower than baseline that 
reported internally, only 30 percent improved and the performance of more than 60 percent remained the 
same (similar to the group who didn’t report at all) (Figure 2).48

Source: Wisconsin Bureau of Health information, risk-adjusted by Medstat.

Source: Wisconsin Bureau of Health information, risk-adjusted by Medstat.

Note: Change in scores at baseline is significant at the 5 percent level.
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On this information Hibbard et al hypothesised four characteristics of a performance management system to 
have an effect. It must be: 

• a ranking system

• published and widely disseminated

• easily understood by the public (so that they can see which providers are performing well and poorly)

• followed up by future reports (that show whether performance has improved or not).61, 82

Hibbard et al’s paper is widely cited in support of public reporting for quality improvement, but it has its 
discontents. Shahian et al (2011) point to improvement being limited to obstetrics and areas with already low 
baseline performance, methodological issues such as low n, minimal risk adjustment and the ‘disappearance of 
statistical significance when appropriate random effects models were used’.12 Shahian et al’s reservations are, 
however, unreferenced and unpublished, and we contend low baseline performing institutions are exactly those 
we wish to improve. 

Bevan and Hamblin (2009) identify the Wisconsin QualityCounts programme as a strong example of a 
controlled experiment of the change by reputation mechanism of publication. They then identify a natural 
experiment that occurred in the UK in the early 2000s when targets were set for, among other measures, 
ambulance response times. Star ratings – a stark, clearly comprehensible and widely disseminated ranking 
system based on such targets – were instigated for England in 2001. In Scotland and Wales, similar targets 
were set with no ranking system, relying on internal pressures alone to meet those targets.82 In other words, 
both systems relied on the change pathway, but only one engaged the reputation stimulus by publicly awarding 
stars to trusts.

The result was that after targets and star ratings were introduced, English ambulance response times 
improved dramatically to and above the target of 75 percent of category A (urgent) calls being answered by 
an ambulance within eight minutes. In Wales and Scotland little improvement was seen, and targets not met, 
even when those targets were reduced in 2004 and 2005 (Figure 3).82

Figure 3. Percentage of category A calls met within eight minutes, in England ( ), Wales ( ) and Scotland ( )

Sources: England, Department of Health (1999a, 2000, 2001) (for 1999–2001) and Information Centre (2007) (for 2002–07); Wales, National Assembly 
for Wales (2005) (for 2000–04), Auditor General for Wales (2006), page 37 (for 2005 and 2006), and Welsh Assembly Government (2007b) (for 2007); 
Scotland, Auditor General for Wales (2006), page 37, and Audit Scotland (2007), page 2 (for 2007). Bevan and Hamblin (2009).
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However, subsequent analysis showed ambulance trusts were ‘gilding the lily’ of what they’d already achieved 
by legitimate means – such gaming had only improved an already better score.82 

‘Wherever performance or quality are measured, then there will be an incentive to manipulate the data or 
circumstances to give the appearance of compliance,’ says Mears (2014).81 Indeed, Mears argues that the 
existence of gaming behaviour is in fact an indication of a successful performance measurement scheme being 
taken seriously: ‘Organisations will only engage in gaming behaviour where the incentive is powerful and the 
measure effective in discerning good from poor performance.’81 Further, say Bevan and Hamblin (2009), ‘If we  
do take systems of performance measurement seriously, and design these to have an effect, then developing 
systems to counter gaming ought to be integral to the design of such systems.’82

The negative unintended consequence often cited of such ratings are the damage to morale for those working 
in underperforming institutions. However, Bevan and Hamblin suggest it ‘can be argued that damaging morale 
is necessary in the short term for creating the different atmosphere that is required to achieve improvement in 
the long term’.82 

Contandriopolous et al (2014), in analysing the causal pathways between public reporting mechanisms and 
effects on quality, support Hibbard et al: ‘There is convincing evidence that [public reporting of performance 
measures] triggers effects (such as organizational efforts to improve performance) that private disclosure of 
the same data to organizational management fails to produce.’48, 56, 61, 146, 147 

That is, public reporting of quality measures, properly done, makes health care better.

Ambulance trusts gamed – instead of the ‘noisy’ decline in response times one would expect to see, there were 
clear jumps and discontinuities in numbers of calls reported answered just before and after the eight-minute 
mark, where longer response times were reassigned under the eight-minute mark, for example (Figure 4).82

Figure 4. Spike in frequency of response times to category A calls at eight minutes by one service

Source: Commission for Health Improvement (2003c); Bevan and Hamblin (2009). 
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Systematic review and evidence report

A systematic review by Fung et al (2008) of public reporting of performance measurement and its effects 
on quality improvement found that public reporting of performance data stimulates quality improvement at 
the hospital level.125 The review looked at 45 articles assessing public release of performance data (including 
patient experience surveys) on selection of providers, quality improvement activity, clinical outcomes and 
unintended consequences. The evidence strength is moderate, but suggests publicly releasing performance 
data stimulates quality improvement at the hospital level but not at an individual level. There is, however, 
equivocal evidence that contradicts this finding, in relation to the American College of Surgeons National 
Surgical Quality Improvement Program surgical outcomes public reporting initiative, which found voluntary 
hospital reporting was not associated with better performance on 54 of 58 measures.148

The large 2012 evidence report produced by the US Agency for Healthcare Research and Quality found that, 
in general, ‘public reporting is more likely to be associated with changes in health care provider behavior than 
with selection of health services providers by patients or families’.55 Providers engage in activities to improve 
quality of care when their performance data are made public: ‘Quality measures that are publicly reported 
improve over time.’55

When the evidence report focused on public reporting of data on the performance of individual clinicians,  
the literature was limited. Most of the review’s quantitative studies on individual reporting were for cardiac 
surgery (10 of 12), and eight of those studies were on the NYS CSRS (see below).54, 63, 149-154 Two were from 
the Pennsylvania Guide to Coronary Artery Bypass Graft Surgery.155, 156 The researchers found moderate 
evidence that individual clinicians ‘respond to public reporting in positive ways, including adding services, 
changing policy, and increasing focus on clinical care. One study found that low-quality surgeons leave practice 
(considered a positive action).’ High-risk patients were still seen to have high-quality surgeons, ‘which is 
counter to the hypothesis that public reporting might cause adverse selection’.149 ‘Surgeon-specific mortality 
rates for CABG in New York State declined after rates were publicly reported (one study).’63  
See below for more information on the nature of the NYS CSRS.

In this review the data on public reporting on individual clinicians are limited predominantly to cardiac surgery, 
and mostly relate to the NYS CSRS. Qualitative studies (20 were included) suggested surgeons and clinicians 
had fears that were not borne out – that they would not operate on high-risk patients, for example.157 A UK 
survey conducted in 2005 and 2009 found that though cardiac surgeons still did not welcome reporting of 
individual surgeons’ results, the percentage declined over time (68.8 percent in 2005; 43.4 percent in 2009) 
and an increasing percentage believed such reporting actually improved standards (42.2 percent in 2005; 64.9 
percent in 2009).158

New York State Cardiac Surgery Reporting System (NYS CSRS)

The NYS CSRS is the first and longest-running statewide programme in the US to produce data on outcomes 
for cardiac surgery.62 It is also the most studied. The scheme was put in place at the directive of the State 
Commissioner for Health, who in 1988 became alarmed at a fivefold variation in New York hospital mortality 
rates for CABG procedures.10 Their initial work determined that administrative data were insufficient and a 
patient-level clinical registry model was pursued. Later studies would show that the two sources produced 
different conclusions about relative quality of care, and that the registry data were more predictive of mortality 
– a relevant consideration in the New Zealand context where predominantly administrative data are available 
at present.159, 160

The initial New York risk adjustment model incorporated patient risk factors from the literature at the time 
‘with demographics, complications of care, admission and discharge dates, procedures performed, and patient 
disposition at discharge’.10 The observed, expected, and risk-adjusted mortality rates and volumes by unnamed 
hospital were first published in 1990, by which time hospitals had been receiving their own data confidentially 
since the first half of 1989.161 Mortality rates for the confidential release period, the first half of 1990, had 
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declined by 14 percent from the first half of 1989. The same day the anonymous hospital data were published, 
the Commissioner released the names of the hospitals to The New York Times. The newspaper Newsday then 
sued the Department of Health to release surgeon-specific outcome information, and prevailed.10

The trajectory is relevant to the New Zealand context – however, the registry existed prior to the release and 
was tasked with assessing the relative quality of cardiac care.

In December 1992 the NYS CSRS released surgeon-specific outcome data on a rolling three-year basis only 
for surgeons with greater than 200 cases within that time frame, in order to generate greater statistical power. 
Hannan et al (2012) describe quality improvement activities pursued by ‘several’ hospitals in response to 
data showing their having greater than expected risk-adjusted mortality rates.10 These activities differed by 
hospital, and were arrived at via internal investigation and review spurred by the data, and included improved 
management of stabilisation before surgery,162 suspension and review of entire cardiac services,62 and 
establishment of quality assurance programmes, credentialing programmes, and dedicated facilities and staff.62 
These activities were associated with varying degrees of decreased mortality rates for these hospitals.10, 162 

The New York programme has been associated with a 41 percent statewide fall in in-hospital mortality rates  
for CABG surgery from 4.17 percent in 1989 to 2.45 percent in 1992.10, 63 Attribution and accuracy of this figure 
has been a matter of controversy, and challenges have been mounted on the basis of outmigration of sicker 
patients,64 reluctance to treat sicker patients, and gaming, including upcoding of sicker patients to increase 
casemix complexity and the expected number of deaths (reducing the observed/expected mortality index).45, 65-67 

Further, increased sophistication of risk adjustment analysis (including so-called ‘reliability adjustment’) to 
decrease statistical noise from hospital quality rankings was found to greatly reduce variation between hospital 
mortality rates for patients undergoing colon resection in 2007 (n = 181 hospitals, n = 18,455 patients).163  
The extent of the effects of these techniques on the New York findings are unknown, but the picture overall  
is equivocal.66 

California Cardiac Surgery and Intervention Project (CCSIP)

In the case of mortality outcomes after cardiac procedures in New York, carefully considered public reporting 
of individual surgeons’ outcomes appeared to act as a spur to improve quality. There are now several similar 
statewide efforts.68-71 In California, the introduction of the CCSIP, similar to the NYS CSRS, ‘was associated with 
improved outcomes’.72 The CCSIP has an explicit quality improvement focus, describing the programme as 
‘dedicated to data collection, study of best practices, and performance improvement since 2003’.164

A study of the CCSIP found that after its introduction in 2003, ‘risk-adjusted in-hospital mortality for CABG, 
CABG plus valve or aneurysm, and valve procedures decreased during 2003 and 2004 compared with 1998 
through 2002, and PCI [percutaneous coronary intervention] mortality remained unchanged’.72 Five years later 
a follow-up study found that in the Californian context the public release of hospital performance reports on 
CABG procedures showed at the hospital level no indication of reduced risk-adjusted mortality overall, and 
‘was associated with increased volume at low-mortality hospitals, and may have reduced referrals of high-risk 
patients to high-mortality hospitals (or risk avoidance)’.73 Like the NYS CSRS, the CCSIP had a highly evolved 
risk-adjustment process and a focus on improvement and on clinician buy-in. The common outcome whether 
publicly reported or not is the importance of structured initiatives to collect high-quality clinical data, to use 
the data to determine risk-adjusted outcome rates and feedback of results to providers.

The UK trajectory

Public reporting of individual surgeons’ outcomes in the UK had its roots in the paediatric cardiac surgery 
scandal at Bristol Royal Infirmary, and the subsequent investigation led by Sir Ian Kennedy.75 Information and 
how it is used formed a chapter of the report, and generated several recommendations. Recommendation 
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155 of the report stated, ‘Patients and the public must be able to obtain information as to the relative 
performance of the trust and the services and consultant units within the trust.’ This is actually a rather nuanced 
recommendation – there is no mention of mortality rates and the expression ‘consultant units’ is synonymous 
with team rather than individual surgeon.

The Department of Health responded positively to this suggestion: ‘We wrote with the support of the BMA, to 
NHS consultants in December 2001 telling them of our intentions to use available data to publish performance 
information at consultant team level.’21

The SCTS was comparatively well placed to respond to this having had a voluntary comprehensive audit data 
set in place since 1996,76 although the issues of risk adjustment were complex, even allowing for good data.58

In 2001, the Dr Foster organisation published mortality for coronary artery surgery for named cardiac surgical 
hospitals throughout the UK. In March 2005, named surgeon mortality data for coronary artery surgery for 
all UK surgeons were published by The Guardian newspaper, after a request under the newly introduced UK 
Freedom of Information Act. In April 2006 a website was launched by the Healthcare Commission and the 
SCTS, which provided cardiac surgery mortality data for the public. Ownership of the shared website reverted 
entirely to the SCTS in 2010 – and this has been published since as the ‘Blue Book Online’.77

Outcomes have clearly improved in the NHS77–79 in the period since publication, and casemix has become more 
complex, which provides evidence that ‘despite clinical concerns, the introduction of public accountability has 
not led to a decrease in the number of high risk patients coming for coronary artery surgery’.78 A causal link 
from publication to reduced mortality has not been shown.

However, there remains angst among the cardiac surgeons a decade after first publication. The SCTS wrote 
to the NHS England CEO in January 2015 asking for a reconsideration of publication, precisely because of the 
concern of risk selection: 

This debate is primarily driven by concern that publishing at consultant level results in risk-averse 
behaviour, with some surgeons less willing to operate on patients with a perceived high risk of mortality, 
despite potential overall patient benefit, because of a fear for the potential adverse consequences for 
themselves if the patient dies.80

Clinical registries for quality improvement

A clinical registry is a structured ongoing collection of personal health data arising from all patients in a 
clinically defined population, for the purpose of systematically and continuously improving the quality and 
safety of health care for that population. Once established, registries can provide rapid feedback concerning 
variations in processes and outcomes of care, benchmark these across providers, and look at appropriateness, 
access, safety and effectiveness of care. A key strength is the ability to risk-adjust outcomes for severity, 
comorbidities and other covariates.19

Clinical registries began as a data source used by health care practitioners. Although still clinically led, they 
have now become an important quality improvement tool, and can provide feedback to different levels of 
the health care system, including individual practitioners, health care providers and central agencies, as well 
as consumers. Some countries such as Sweden have invested in this approach with over 100 clinical quality 
registries. Registries can be a powerful tool for clinical quality improvement, with the biggest impact coming 
from feeding back to units their performance in comparison with their peers. This feedback, along with the 
availability of best practice guidelines to guide improvement, relies on strong clinical governance processes 
to bring about the necessary quality improvements. In New Zealand, Health Roundtable data are provided to 
DHBs in a similar way, though the feedback is based on DHB administrative data rather than registries.
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Should New Zealand be developing clinical registries for quality improvement?

Clinical quality registries tend to be of most value in areas of clinical practice where an intervention or 
pattern of care is discrete and well defined, such as surgical or other invasive clinical interventions, acute 
episodes of care such as admissions to an intensive care unit, discrete diseases (eg, multiple sclerosis), and 
discretely defined chronic disease management (eg, renal dialysis). They are less useful in conditions (such as 
hypertension or diabetes) where the borderline between who is and is not eligible for inclusion is unclear.19 

Registries have traditionally been established as freestanding databases, with data collected through paper 
or online forms. However, there is an increasing focus on capturing the data electronically during the routine 
process of clinical care and subsequently transferring the data to a registry database. Currently registries are 
expensive (as mentioned, the New Zealand cardiac registry costs approximately $1 million per year – K Evison, 
Ministry of Health, personal communication, 3 July 2015) as our IT systems are not configured to electronically 
capture the required data as part of day-to-day clinical practice. Thus the case for investing in IT systems that 
enable automatic data capture as part of routine care needs to be considered.

Even if our system allowed such capture in developing registries, clinical priority areas need to be identified, 
various parties brought together, a governance structure developed, the data model and definitions designed, 
and a repeated cycle of data collection, bio-statistical analysis, clinical interpretation, and feedback to providers 
established. It then requires the clinical governance structures locally to identify and implement changes 
to improve health care quality. Bridgewater et al (2013) describe the establishment and governance of the 
UK National Adult Cardiac Surgery Audit.4 This programme has driven a culture of data collection among 
surgeons, and now measures a variety of postoperative outcomes including new renal intervention, stroke,  
and re-exploration for bleeding in addition to mortality.

A limitation of registries is that patient-reported outcomes are not part of the process but are collected from 
patients at defined intervals after the baseline episode of care. These are often done through telephone or 
online surveys so would need to continue to be separately captured and reported alongside registries.

New Zealand currently has some established clinical registries – for example, the cardiac registry and joint 
registries. Some sit within the Ministry of Health; others within the oversight of colleges. Some, like the cardiac 
registry, have been designed with clinician and consumer input with plans for publication. Currently there is no 
consistent approach to registries in New Zealand but we need to consider their role as part of this overall process.

In the UK, bridging of the administrative and clinical collection of data was highly problematic. 
Recommendation 148 in the Bristol Royal Infirmary Inquiry (‘the Kennedy report’) stated: 

 The current ‘dual’ system of collecting data in the NHS in separate administrative and multiple clinical 
systems is wasteful and anachronistic. A single approach to collecting data should be adopted, 
which clinicians can trust and use and from which information about both clinical and administrative 
performance can be derived.75 

The UK Department of Health replied: 

 We agree. Those responsible for the separate administrative and clinical audit databases are already 
working together to develop an approach which will avoid duplication. Implementation of Information for 
Health will provide the basis for a single approach to collecting data for both clinical and administrative 
needs through the electronic patient record, which will be introduced by 2005.21 

Unfortunately, implementation of the NHS National Programme for IT has entered the annals of failed large-
scale IT projects – the reality is more complex than the theory. The system has been axed, though portions of it 
remain in place.22 
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TEAMWORK: WHAT EVIDENCE IS THERE THAT INDIVIDUALS ARE SOLELY 
RESPONSIBLE FOR A PATIENT’S OUTCOME?

‘Measure your team’s performance, and publish the results,’ wrote the editor of the BMJ in 2012. ‘But where is 
the clinical leadership pushing for public access to performance data of individual clinical teams?’15, 165

The drive from the colleges and professional bodies for greater transparency aside, reporting by individual 
surgeon ignores the effect of the multidisciplinary team and the context in which especially complex surgery  
is done. Many aspects of care other than the surgeon’s performance will affect the outcome, such as timeliness 
of referral and diagnosis, perioperative and postoperative care, and follow-up care after discharge.27

The enquiry into deaths of paediatric patients undergoing cardiac surgery at Bristol Royal Infirmary revealed 
lack of leadership, teamwork and the ability to work together effectively for the interests of patients at the 
hospital.61 Although the surgeon plays an important role, so does the anaesthetist, the intensive care physician, 
the intensive care nurse, the socioeconomic status of the local population, the severity of cardiac illness, 
comorbidities, adequacy of facilities and staffing levels, attitude to training, interpersonal relationships between 
staff, and geographical layout of the unit, to name some of the other considerations at play.61 

Such findings have led to the decision by the US Veterans Health Administration to discourage surgeon-
specific outcomes as they believe the performance cannot be separated from that of the institution.61  

Strong support for outcomes not being directly attributable to an individual was shown by Huckman and 
Pisano in 2006. The researchers found that cardiac surgical patient mortality rates did not follow a particular 
surgeon moving between institutions. Though an increased volume of procedures performed by the surgeon 
at one hospital led to improved mortality rates there, an increased volume of procedures at another hospital 
did not. Their performance was not fully ‘portable’. This ‘firm specificity’ showed clearly that patient outcomes 
were not tied to an individual surgeon; they were dependent on other factors: team, facility and organisation.31 
Teamwork and communication are crucial to reducing error.172-174

Others argue that doctors are best placed to change institutional processes that affect outcomes and so 
therefore are a logical target.61 

The 2012 Agency for Healthcare Research and Quality systematic review concurs with the team argument: 
‘Approaches to health care that are anchored in team’s and systems’ responses to assure safety are contrary  
to the idea that any one individual is solely responsible for outcomes.’55 

In their 2015 paper, Wong et al looked at low- and high-mortality hospitals doing cancer surgery, all with 
sufficient caseloads, and examined both medical and surgical complications.85 Rates of complications were 
not significantly different between the two groups but case fatality was significantly higher. Drilling down, 
specific procedural complication rates were similar but again the case fatality was greater in the high mortality 
hospitals. The difference emerged in the so-called ‘failure to rescue’ rates. Although complication rates were 
indistinguishable, case fatality was approximately twice as high. The paper then discusses contributing 
factors such as better management of multisystem organ failure in intensive care units, hospital resources 
such as staffing levels and rapid response teams, and organisational factors of safety culture, teamwork and 
communication.85 

McCrum et al (2013) showed that top-performing hospitals had lower overall hospital mortality rates even 
when risk-adjusted. They suggested that understanding the systems and leadership characteristics could 
help identify components of a truly good hospital that can be used to improve mortality rates at the lower-
performing institutions.166 Organisational culture was raised in feedback from the Public Service Association: a 
high-trust workplace culture was needed in New Zealand such that information was gathered from reflective 
practice in a no-blame environment so learning and experience could be safely shared.

Westaby et al (2015) proposed that named surgeon reporting undermines the importance of teamwork and may 
divert attention from key aspects of process and management that might impact directly on mortality rates.167  
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The authors looked at surgeon-specific mortality data and failings in delivery of safe surgical services and 
analysed deaths to identify the root cause that was the catalyst for a cascade of processes culminating in death. 
The study looked at 1500 consecutive patients operated on by three surgeons in the UK with autopsies done in 
86 percent of cases. The cases were independently assessed by a panel and broken down into three classes: 

• class I – surgeon-dependent related to the surgical procedure, either inappropriate selection, an 
intraoperative event, a technical error or post-op bleeding 

• class II – failure to rescue from common conditions such as renal failure, pneumonia and cardiac arrests

• class III – multifactorial including frailty, critical preoperative state or surgical complexity.

Long operating times were deemed surgeon-related. Of the 51 deaths none occurred in the operating theatre 
and none of the autopsies revealed a surgical error as a precipitating factor. There were 37 percent in class I, 
43 percent in class II, and the rest class III. The median age of the 51 who died was 11 years older at 79, and 
their expected mortality was greater in comparison to the overall group. There were higher numbers of females 
in all the categories and class I mortality was principally related to urgent status. Failures to rescue rates vary 
between organisations. Team consistency, staffing levels, nurse education, job satisfaction and burnout have all 
been identified as factors that underpin failure to rescue. Studies have shown that each additional patient per 
nurse was associated with a 7 percent increase in the odds of failure to rescue, which was therefore related to 
effective human resource management and hospital systemic factors. A number of deaths were out-of-hours 
events which involved inexperienced temporary staff.167 Studies show higher mortality for complex surgery at 
the end of the working week or weekend.168

Neily et al (2010) compared Veterans Health Administration facilities where surgical/operating room team 
training was given (using crew resource management theories adapted from aviation) with facilities where 
such training had not been given. Over a day clinicians were trained to work as a team, challenge each other 
when they identified safety risks, conduct checklists pre-op and post-op briefings and debriefings, and use 
strategies such as red flags and communication during care transitions.90 The 74 trained facilities showed a 
significant decrease of 18 percent in observed mortality versus 7 percent in the non-trained. For each quarter 
of training the mortality rate decreased by 0.5 per 1000 procedure deaths. Armour Forse (2011) showed that 
operating room team training improved overall surgical morbidity and mortality, which were both significantly 
improved (mortality, 2.7 percent to 1 percent (P < .05); morbidity, 20.2 percent to 11.0 percent (P < .05)) with a 
need to continue team training to provide sustained improved operating room culture.169 

In a 2014 systematic review examining studies of team training interventions published between 2000 
and 2012, Weaver et al showed 13 studies reported statistically significant changes in teamwork behaviour 
processes and 10 reported improvements in clinical care processes or patient outcomes including mortality 
and morbidity.170 Effects were noted across a range of different clinical contexts but larger impacts were 
reported for interventions that included tools and organisational changes to support and sustain teamwork 
competencies into daily practice. The paper concluded there is moderate- to high-quality evidence suggesting 
team training can impact on processes and patient outcomes.170 Shekelle et al (2013) identify team training as 
a top patient safety strategy for adoption.107

Merry et al (2014) argue that outcomes for cardiac surgical patients depend on the collaborative effort of the 
whole team of health practitioners involved in the patient’s care, from decisions on treatment plans, through 
to pre-operative, intra-operative and post-operative care and discharge planning.171 Combining the data and 
team arguments, Burger et al (2007) make the argument that, due to low statistical power, an individual 
surgeon’s risk estimate may be less accurate for that surgeon than a weighted average of data from their own 
performance, their colleagues, and their institution.27

If outcomes are not therefore dependent on the individual but the team and organisational factors, 
accountability to the public would appear to require us to publish at team or organisation level as these factors 
affect outcomes more than the individual surgeon. Further, at a team level there may be sufficient data to reach 
meaningful statistical power and allow a timelier pick-up of issues. The sector also needs to consider, as did the 
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New Zealand consumer workshop group, what organisational factors – such as safety culture; staffing levels 
and education; teamwork and team education; and rapid response teams – should be made available as these 
are key to good outcomes. The evidence would appear to point to team and organisational systemic factors as 
the real measures to provide.
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Appendix 1: Search strategy 

As well as the formal literature search outlined below, sources were obtained using retrieval and review of 
referenced papers in major review articles. Further generation of retrieval and review of cited sources was 
undertaken from relevant papers found in the formal search.

Database: Ovid MEDLINE(R) In-Process & Other Non-Indexed Citations and Ovid MEDLINE(R) <1946 to 
Present> (adapted for Cochrane)

Search strategy:

1. (‘public report*’ or (public adj3 ‘performance data’) or ‘patient outcome report*’).mp. [mp=title, 
abstract, original title, name of substance word, subject heading word, keyword heading word, protocol 
supplementary concept word, rare disease supplementary concept word, unique identifier] (996)

2. (Surgeon* or Individual* or Clinician* or Doctor* or Physician* or surgery or surgical).mp. [mp=title, 
abstract, original title, name of substance word, subject heading word, keyword heading word, protocol 
supplementary concept word, rare disease supplementary concept word, unique identifier] (3179575)

3. exp physicians/ or surgeons/ (90701)

4. 2 or 3 (3182839)

5. 1 and 4 (409)

6. ((disclos* or releas* or report* or provid*) adj3 ((physician* or doctor* or clinician* or doctor* or 
surgeon*) adj2 (data* or performance*))).mp. [mp=title, abstract, original title, name of substance 
word, subject heading word, keyword heading word, protocol supplementary concept word, rare disease 
supplementary concept word, unique identifier] (399)

7. ((physician* or doctor* or clinician* or surgeon*) adj3 (rating* or performance*)).mp. [mp=title, 
abstract, original title, name of substance word, subject heading word, keyword heading word, protocol 
supplementary concept word, rare disease supplementary concept word, unique identifier] (4799)

8. 1 and 7 (42)

9. Quality Improvement/ or ‘Quality of Health Care’/ or Quality Assurance, Health Care/ or Quality 
Indicators, Health Care/ (122885)

10. Treatment Outcome/ or Patient Outcome Assessment/ or ‘Outcome Assessment (Health Care)’/  
or ‘Outcome and Process Assessment (Health Care)’/ (751652)

11. Healthcare Disparities/ (8734)

12. Health Services Accessibility/ (54211)

13. 9 or 10 or 11 or 12 (913187)

14. 7 and 13 (1208)

15. 8 or 14 (1228)

16. 1 and 13 (558)

17. (‘public reporting’ or ‘public report card*’).m_titl. (300)

18. Consumer Behavior/ (17958)

19. Consumer Participation/ (14492)

20. (‘public report*’ or ‘public data’).mp. [mp=title, abstract, original title, name of substance word, 
subject heading word, keyword heading word, protocol supplementary concept word, rare disease 
supplementary concept word, unique identifier] (1587)
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21. ((consumer or patient*) adj3 (choice or behaviour or behavior)).mp. [mp=title, abstract, original 
title, name of substance word, subject heading word, keyword heading word, protocol supplementary 
concept word, rare disease supplementary concept word, unique identifier] (37673)

22. 18 or 19 or 20 or 21 (53108)

23. 15 and 22 (73)

24. 5 or 6 or 8 or 16 or 17 or 23 (1205)

25. limit 24 to (english language and yr=‘1999 -Current’) (1065)
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Appendix 2: List of respondents that gave feedback 

• Accident Compensation Corporation

• Association of Salaried Medical Specialists

• Australian and New Zealand College of Anaesthetists

• Consumer representatives

• Counties Manukau DHB Clinical Directors

• Ministry of Health

• National Chief Executives

• National Council of Medical Colleges group

• New Zealand Medical Association

• New Zealand Nurses Organisation

• New Zealand Public Service Association

• Royal Australasian College of Physicians 

• Royal Australasian College of Surgeons

• Royal New Zealand College of General Practitioners

• Southern DHB clinicians

• Waitemata DHB
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Appendix 3: Submission from Kevin Salmon 

REPORT ON HEALTH & QUALITY COMMISSION AND MINISTRY OF HEALTH ONE DAY SEMINAR HELD 
IN WELLINGTON ON FRIDAY 3RD JULY 2015.

I arrived slightly late after flying in from Whangarei, having missed most of the introductions it was still  
clear that there were plenty of talented representatives from the medical profession but an equal number  
of consumer representatives from around the country. 

I think it’s important to note that I thought the discussion was around the release of data on a surgeon’s 
performance for those people considering elective surgery. This has all arisen from a request by a reporter under 
the Official Information Act requesting how many operations a particular surgeon had performed.

After a quick recap of the two previous meeting held around the country (which I didn’t attend) there was 
a very informative talk from Andrew Connelly – Chairman of the NZ Medical Council, also Richard Hamblin 
spoke about data limitations and Karen Evison (Ministry of Health) spoke about the cardiac register which 
costs around $2m a year to run. It also proved statistically that the best place in the country to have a heart 
attack was in Dunedin. I thought to myself, that’s sad I live in Whangarei.

We spend the day in groups discussing “what does the consumer want, in terms of surgery”. Amongst so many 
capable people it was, at times hard to get an opinion in but I think I got there in the end.

Overview 

We spent so much time talking about how data is gathered, how limited is and how it could be used to improve 
services BUT did not focus on how the poor consumer would be able to access this information, how they 
would understand it and in fact if all of that time and effort really added any value to the consumer at all.

Important points:

• Can you provide information on a specific surgeon about his competency to do an operation when 
so many other people are involved? Especially around multiple disciplinary teams making treatment 
plans for patients, when it goes wrong is it one person’s “fault”. Is the anaesthetist subject to the same 
scrutiny as a surgeon?

• The data even when accurately gathered can be manipulated so much it can be made to look as good  
as you wish. 

• Will the release of such information have a negative effect on surgeons performing difficult surgeries, 
will they just not attempt them if makes them look like they have poor results?

• What is a poor result, staying alive vs quality of life? If somebody dies at home 30 days after surgery  
is that the responsibility of the surgeon?

• Is this all so complicated it really is going to be almost impossible to provide useful information to a 
consumer that they can make an informed decision?

Case study

My brother, Bob had been on a waiting list for a replacement hip for just on two years, he was in great pain and 
bordering on being unable to work as a builder, he was advised he was now on a the short list for surgery and it 
would happen within the next six months. True to that information he was given a date for the operation (four 
days after our Mum had passed away), the operation was a huge success, he is back at work, playing golf again 
and enjoying free movement.
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My point is the assumption is we have “a choice” in reality we do not. Imagine if he had accessed his surgeon’s 
record of hip replacements, seen it was rated poorly by consumers. Would he have said “no” I want somebody 
else please? He would have had his place taken by the next person on the list and he would now be in constant 
pain and on a sickness benefit. Or another scenario, having seen the best hip surgeon in the country is in 
Christchurch and he would like him to do the operation. That truly has to be a joke.

What could happen

• Most of us trust the Medical Council to make sure surgeons are not only competent but able to perform 
an operation to the highest standard.

• The use of peer reviews, independent audits and annual appraisals would be included in that process to 
provide transparent records of competency.

• If a surgeon is under investigation or has been suspended that should be made available to the public 
via the Medical Council website.

• All information on a surgeon’s performance is available to the Council so extra training, supervision 
or restrictions could be applied as necessary. It is assumed the College of Surgeons doesn’t already 
administer this role

• The public needs to have confidence the surgeon is being monitored correctly and when something 
goes wrong the appropriate actions are taken quickly.

Summary

I am sure there is a percentage of the population that would wade through a vast amount of information, that 
has cost millions to put together (I assume at the cost of services not being provided) and satisfy themselves 
that that information is accurate, trustworthy and of value to them to make an informed decision about the 
surgeon who will be operating on them.

I believe the reality is with little or no choice in the matter, the consumer must trust “the system” to monitor 
all aspects of a surgeons competency and that the information that is gained be used by all DHB’s to assist 
with best practice models throughout the country so having a heart attack in Whangarei will give me the same 
opportunities to survive as having one in Dunedin.

Question

I wonder how Air New Zealand would react if the public started asking questions about “Is the pilot who was 
flying my plane today competent?”

Kevin Salmon – Chairman, Northland DHB Consumer Council
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